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 با الهام از علوم اعصاب   یشناخت  یسی نوبرنامه

 *1 یاصغر اسد یعل

  .رانی ا ان،یل ان،یدانشگاه ل وتر،ینرم افزار کامپ یتکنولوژ یرشته مهندس یکارشناس  -1

 )۲منطقه  یدرآمد شهردار سکارشنا (

 
 

 ده یچک

مغز    یبه سازوکارها   شیاز پ  شیتوجه پژوهشگران را ب  ،یو علوم شناخت   یدر هوش مصنوع  عی سر  یهاشرفت یپ  ر،یاخ  یهادر دهه

  کرد یرو  کیعنوان  با الهام از علوم اعصاب، به  یشناخت  یس ینوبرتر پردازش اطلاعات جلب کرده است. برنامه   یعنوان الگو انسان به 

ترجمه    یافزار و نرم  یمحاسبات  یهارا به چارچوب   یکیولوژیمغز ب  یو سازگار  یریادگی  ،یدهزماناصول سا  کوشدی م  ،یارشتهان یم

از    یاریدر حل بس  قی عم  یریادگیو    نیماش  یریادگیمتداول    یهااستوار است که اگرچه روش   دهیا  نیپژوهش بر ا  نیکند. مقدمه ا

  ی توجهاند و فاصله قابلمواجه   یاساس  یهات یبا محدود  یانرژ   ییو کارا  یر یرپذیتفس  ،یر یپذاند، اما از نظر انعطافمسائل موفق بوده 

  یسینودر برنامه   یریادگی  نیو قوان  های معمار  م،یجامع از مفاه  یریارائه تصو  ،یمقاله مرور   نی ا  ی دارند. هدف اصل  یعیبا هوش طب

  ی است. تمرکز مقاله بر بررس   شرفتهیپ  شمندهو  یهاتوسعه سامانه   یآن برا   یهاتیظرف  نییبر علوم اعصاب و تب   یمبتن  یشناخت

  ی هاستمیس  یدر طراح  ریپذست یز  یر یادگی  یهاسمیو مکان  یحافظه، توجه، پردازش زمان  ،یعصب  یاز ساختارها   یریگالهام   یچگونگ

  ی هامدل   ،یتمرتبط با علوم اعصاب محاسبا  یعلم  اتیو ساختارمند از ادب  یل یمرور تحل  کیبر   یمبتن   قیاست. روش تحق  یافزار نرم 

  ی هاافتهی  انیم  وندیاستخراج شده و پ  یدیکل   میچارچوب، مفاه  ن یگرفته از مغز است. در االهام   یسینوبرنامه   یهاو چارچوب   یشناخت

  دهندینشان م  هاافتهیقرار گرفته است.   لیمورد تحل  یافزار و هوش مصنوعنرم  یدر مهندس  یعمل  یعلوم اعصاب و کاربردها   ینظر 

افزا  ییبالا  لی پتانس  ،یمحل  یر یادگیو    یبر پردازش زمان  یمبتن  یهای معمار   ژهیوبه  الهام، ستیز  یشناخت  یکردها یکه رو   ش یدر 

  رتر یرپذیتفس  ییهاستمیامکان توسعه س  کردهایرو  نیا  نیدارند. همچن  ایپو  یهاط یدر مح  یبرخط و سازگار  یر یادگی  ،یانرژ   ییکارا

با الهام از علوم اعصاب،    یشناخت  یسینوگفت برنامه   توانیم  یریگجهی. در نتکنندیفراهم م  راانسان    یشناخت  یبه الگوها   ترک یو نزد

  نده ینسل آ  یبرا  ییمبنا  تواندیو م  آوردی افزار فراهم منرم   یو مهندس  یعلوم اعصاب، علوم شناخت  ییهمگرا  یبرا   دبخشینو  یر یمس

 .باشد  ریپذست یو ز  ریپذاس یمق   ر،یپذهوشمند انعطاف   یهاستمیس

 ر ی پذستیز  یریادگی  الهام،ست یز  یهای معمار  ،یکیاسپا   یعصب  یهاعلوم اعصاب، شبکه   ،ی شناخت  یسینو: برنامه ی دیکل  واژگان
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 مقدمه 

از علوم اعصاب )  یشناخت  یسینوبرنامه الهام    کی  انگری( نماCognitive Programming Inspired by Neuroscienceبا 

علوم اعصاب    یو نظر  یتجرب  یهاافتهی  قیاست که بر ادغام عم  وتریو علوم کامپ  یدر حوزه هوش مصنوع   یمیجهش پارادا

طراح دهه  دی تأک  یمحاسبات   یهاستمی س  یدر  در   Deep)  قیعم  یریادگیدر    ریچشمگ  یهاشرفتیپ   ر،یاخ  یاه دارد. 

Learningیمصنوع   یعصب  یهابر شبکه   ی( مبتن  (ANNs عملکرد ب )و پردازش   نیماش  یینایمانند ب  یفیرا در وظا  یرینظی

با سازوکار    یادیاند که فاصله زبنا شده  یایمحاسبات  یهاهیاغلب بر پا  هاتیموفق  نیبه ارمغان آورده است، اما ا  یعیزبان طب

 ی مشخص   یستیز  ی ( که فاقد همتاBackpropagation)  نیمطلق به انتشار پس  یمغز دارند؛ به عنوان مثال، اتکا  یواقع

منفرد   یهااز نورون   ،یکیولوژیب  یشکاف، محققان را وادار کرده است تا به ساختارها  نی (. اLillicrap et al., 2020است )

  ی نگاه کنند. هدف اصل  ینسل بعد  یتوسعه هوش مصنوع   یبرا  یراه  یهاعنوان نقشه   به  ،یبزرگ مغز  یهاگرفته تا شبکه 

کار را با   نیا  توانندیرا انجام دهند، بلکه م   دهیچیپ   فیوظا  توانندیاست که نه تنها م  یی هاستمیساختن س  م،یپارادا  نیا

 انجام دهند.   دهند، یها نشان مکه انسان یاستنتاج یهاییو توانا نییپا یمصرف انرژ ،یریپذانعطاف ،یی همان کارا

اصل  یکی به سمت مدل  یهازهیانگ  نیتریاز  در    یکنون  قیعم  یر یادگی   یهامدل  یهایینارسا  ،یشناخت   یسازحرکت 

 Compositional)  یساختار  یریپذمی(، تعمFew-Shot Learningکم )  یهابر نمونه   یمبتن  یریادگیمانند    ییهانه یزم

Generalizationی ( و استدلال عل  (Causal Reasoning  است؛ ) ی عیبه طور طب  یکیولوژیکه در پردازش اطلاعات ب  یمسائل  

دوگانه   یریگمیتصم یهاستمیو س یتوجه انتخاب ،یاز حافظه کار  یی هابا ارائه مدل ،ی. علوم اعصاب شناخت شوندیحل م

تحل  ۲  ستمیو س   ،یو شهود  عیسر  1  ستمی)س و  فراهم    یمحاسبات  ی هاتوسعه مدل  یبرا  یغن  ی(، چارچوبیلیآهسته 

اطلاعات در    یسازمانده  یاز چگونگ  دی(. با تقلKahneman, 2011را برطرف سازند )  هایکاست  نیا  توانندیآورد که میم

  یکرد که از نظر محاسبات   جاد یا  یی هایمعمار  توانیمختلف، م  ینواح  نی( و نحوه تبادل اطلاعات بCortexقشر مغز ) 

 باشند.   تریغن یکارآمدتر و از نظر شناخت

  ی اتیعمل  نیقوان  یسازیاست؛ بلکه به دنبال درون  یعصب   ی هاصرف از ساختار شبکه  دیفراتر از تقل  یشناخت  یسینوبرنامه

 یریپذ مانند انعطاف  ییها دهیپد  یسازشامل مدل  نی . اکند یها استفاده م از آن   یو سازگار  یریادگی  یاست که مغز برا

( است Spiking Dynamics)  یکیاسپا  یندهایفرآ  یحت  ای(  Firing Rates)  هی(، نرخ تخلSynaptic Plasticity)  یناپسیس

اند. استفاده از  گرفته شده  دهی ناد  کنند،یکار م  یسازفعال  وستهیپ   ریکه بر اساس مقاد   یسنت  ی عصب  یهاکه در شبکه

 تر قیدق  یسازه یشب  یبرا  یدهنده تلاش ها، نشانمثال  نیتراز برجسته   یکی( به عنوان  SNNs)   یکیاسپا  یعصب  یهاشبکه 

  ی سازدارند، نه فقط مقدار فعال  یاتیح  تیاهم  دادهایرو  بیکه زمان و ترت  ییاطلاعات در مغز است، جا  یزمان   کینامید

متخصصان علوم اعصاب، مهندسان    نیب  ی تنگاتنگ  یحوزه مستلزم همکار  نیا  توسعه  (. Gerstner et al., 2014)  یالحظه 

نرم  نیماش  یریادگی مهندسان  اطمو  تا  است  مدل  نانیافزار  که  شود  اصول    ی محاسبات  ی هاحاصل  اساس  بر  تنها  نه 

  ن یدر ا  ی باشند. چالش اصل  ریپذاسیو مق  یسازادهیقابل پ   زین  یبلکه از نظر محاسبات   شوند، یم  یطراح  یشناختست یز

از   ش یکه ب  یی هااست؛ مدل یتمیالگور یی ( و کاراBiological Fidelity) یستیز یوفادار ن یتعادل مناسب ب افتن ی  ان،یم

هوش    ی عمل  یشوند و از دستاوردها  ن یاز حد سنگ  شیب  یبه مغز باشند، ممکن است از نظر محاسبات   هیو شب  ده یچیحد پ 

 . دهندیاز مغز را از دست م یریگالهام یواقع لیشده، پتانساز حد ساده شیب  یهادلکه م  یدور شوند، در حال  یمصنوع 
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  ی پژوهش  نهیشیو پ   ینظر یپرداخت. ابتدا مبان  میحوزه خواه  نیسازنده ا  یاجزا  قیعم ی ما به بررس  ،یمقاله مرور نیا  در

  الهامستیز  یهایمدرن منجر شدند. سپس بر معمار   ی هایبه معمار  هیاول  یشناخت  یها که چگونه مدل  م یکنیرا مرور م

  ر، یپذست یز  یریادگی  نیبه قوان  یبعد  یهاکرد. بخش  میخواه  کزبر توجه تمر  یمبتن  یهاو مدل  SNNsمانند    یدیکل

  ینیگزیکه جا   افت،ی اختصاص خواهد    ها ستمیس  نیاعتبار در ا  صیتخص  ی ( و چگونگSTDPبر زمان )   یمبتن  یریادگیمانند  

ا  علاوه   . دهندیارائه م  یسنت  ی کاهش  انیگراد  یبرا ابزارها  یافزارنرم  یسازادهیپ  تیاهم  ن،یبر  برا  یتخصص  یو   یکه 

  ازمندی ن  هاستمیس  ن یعملکرد در ا  ی ابیخواهد شد. ارز  یهستند، بررس  ازیمورد ن  دهیچیپ   یهامدل  نیا  یو اجرا  یسازه یشب

  یداریپا  ،یانرژ  ییباشد و شامل سنجش کارا  ستایا  ی هادادهاست که فراتر از دقت صرف در مجموعه   یدی جد  یارهایمع

توانا واقع   یریادگی   ییو  زمان  نها  یدر  در  مس  یفعل  یها تیمحدود   ت،یباشد.  و    ندهیآ  یهاپژوهش  یبرا  یآت  یرهایو 

با الهام از   یشناخت یسینوبرنامه ندهیجامع از آ یریخواهد شد تا تصو مینوظهور ترس یها یفناور نیا یصنعت یکاربردها

 علوم اعصاب ارائه گردد. 

به    ی ابیبلکه دست  ست، ین  گریهوشمند د  ستمیس  کیتنها ساخت    ،یی است که هدف نها  ینکته ضرور  نیمداوم بر ا  د یتأک

م  ترقیعم  "ی درک محاسبات"  کی قابل  ییهاستمیمنجر به ساخت س  تواند یاز هوش است که  از نظر    ی هاتیشود که 

سطح بالا مانند    یها دهیاست که بتواند پد  یچارچوب  ازمند ینامر    نیباشند. ا  ترکینزد  یو استنتاج، به هوش انسان   یریادگی

  در  (.Hassabis et al., 2017کند ) یسازمدل یعصب  ییربنایز یهاسمیدر قالب مکان زی را ن یو استدلال انتزاع  یخودآگاه

 را یاست، ز  یاتیح  زیدرک بهتر عملکرد مغز انسان ن  یبلکه برا  ،یهوش مصنوع   شبردیپ   یها نه تنها براتلاش  نیا  ت،ینها

  ی هاشیآزما  ریرا در علوم اعصاب مطرح کند و مس  ید ی جد  یهاهیفرض  تواندیباشد، م  زیآمتیکه موفق  ی هر مدل محاسبات

الهام گرفته    یشناخت  یسینوبرنامه  یهسته اصل  ش، یو آزما   یسازمدل  نیه بیرابطه دوسو  ن ی. اد یرا مشخص نما  یآت  یتجرب

 . دهدیم لیاز علوم اعصاب را تشک

 

و   یری ادگی نیقوان ها،ی گرفته از علوم اعصاب و ارتباط آن با معمار الهام  یشناخت یس ینوبرنامه  ی . مدل مفهوم1شکل 

 . یقیهوشمند تطب یهاسامانه 



ی و تکنولوژ   یدر مهندس  یفصلنامه نوآور      31-44صفحات    -1دوره    -4شماره    

 Journal of Innovation in Engineering and Technology 
ISSN 3060-6098 

34 
 

داده شده است که    شیگرفته از علوم اعصاب« نماالهام  یشناخت  یسینو»برنامه  میاز پارادا  یمدل مفهوم  کی،  1شکل    در

از    میپارادا  ن ی. اشودیهوشمند محسوب م  یمحاسبات  یهاستمیس  یطراح  یبرا  یارشته انیم  یآن، چارچوب  یهسته مرکز

و    ی عصب  ی ریپذانعطاف  ها، ناپسیها، سعلوم اعصاب که شامل نورون   ی هاانی: نخست، بنشودیم  هیتغذ  یدو منبع اصل

دو    نیا  بی. ترکیریگمیحافظه، توجه و تصم  ،یریادگی  رینظ  یاست، و دوم، اصول شناخت  یمغز  یهاستمیس  ی دهسازمان

و    یسازدلقابل م  یستیز  یهاسمیمکان  هیسطح بالا بر پا  یشناخت  یکه در آن رفتارها  کند یرا فراهم م  یانه یحوزه، زم

باشند.در قالب نرم  یسازادهیپ  ا  در  افزار    ی هامانند شبکه  الهامستیز  یهایبه توسعه معمار  یمرکز  م یپارادا  نیادامه، 

مدل  یکیاسپا  یعصب همچن  ،یقشر  یهاو  اسپا  یریادگی  رینظ  ریپذست یز  یریادگی  نیقوان  نیو  زمان  به    کیوابسته 

(STDP  و )و با   یافزارنرم  یساز ادهیپ   یهاابزارها و چارچوب   قی اجزا از طر  نی. اشودیبر پاداش منجر م  یمبتن  یریادگی

تنها از  که نه  ییهاسامانه  شوند؛یختم م  یقیهوشمند تطب  یهاسامانه  جادیبه ا  ،یچندبعد  یابیارز  یارهایاستفاده از مع

.  رندیگیقرار م  یابیمورد ارز   زین  ا یپو  یهاط یدر مح  یو سازگار  یریرپذیتفس  ،یداری پا  ،یانرژ  یینظر دقت، بلکه از نظر کارا

  نده یهوشمند نسل آ  ی هاستمیبه س  تیافزار و در نهانرم  یدانش از علوم اعصاب به مهندس  ان یاز جر  یکل   یی نما  دل، م  نیا

 . دهدیارائه م

 

 

 ی پژوهش  نهیشیو پ ینظر ی. مبان۲

پردازش اطلاعات   یهاسمیفرض استوار است که درک مکان  نیبا الهام از علوم اعصاب بر ا  یشناخت  یسینوبرنامه  ینظر  هیپا

  یهاحوزه به تلاش  نیا  نهیشیاست. پ   رتریپذکارآمدتر و انعطاف  یمحاسبات  یهاستم یساخت س   دیکل  ،یکیولوژیدر مغز ب

ها شکل  نورون   یکینامیکه بر اساس رفتار د  یاساده  یهاجمله مدل  از  گردد؛یبازم  یسلول عصب   یسازمدل  یبرا   هیاول

 Rate-Based)  یراندازیت-و سپس مدل نورون نرخ  یها، مدل نورون تجمعمدل  نیرگذارتریو تأث  نیاز اول  ی کیگرفتند.  

Neuron Modelمحاسبات در سطح ماکرو را    لیو امکان تحل  زدیم  بیها را تقرنورون   تیجمع  ی( بود که رفتار جمع

اWilson & Cowan, 1972)  ساختیفراهم م پا  یها به طور گسترده برامدل  نی(.  الگوها  یداریمطالعه نوسانات،    ی و 

  جادیا  ق یدق  یکیولوژیب  اتیدر جدا کردن محاسبات از جزئ  یاستفاده شدند و نقطه عطف  یعصب  یهاشبکه  ی کل  یرفتار

 کردند. 

منفرد را   یهاکیو اسپا  یزمان  کینامید  ،یراندازیت-نرخ  یهاعلوم اعصاب، مشخص شد که مدل  یهاکیتکن  شرفتیپ   با

امر    ن ی. ارندیگیم   ده ی هستند، ناد  ی اتیح  ع، یسر  یو پردازش حس  یریادگی   ژه یومغز، به  ی از عملکردها  یاریبس  یکه برا

ها را با  تا رفتار نورون   کنندی( شد که تلاش مSpiking Neuron Models)  کیبر اسپا  یمبتن  ی هامنجر به توسعه مدل

بالاتر لک  یسازهیشب  یدقت  مدل  عنوان  Leaky Integrate-and-Fire - LIF)  لدیهاپف- آندره-ی کنند.  به  مدل    کی( 

کند،    لو منتق  یاطلاعات را رمزگذار  تواندیها مپالس  قیدق  یبندساده اما مؤثر، نشان داد که چگونه زمان  یمحاسبات

توسعه   یها چارچوب لازم برامدل  نی(. اIzhikevich, 2003قادر به انجام آن نبودند )  ANNs  ی سنت  یهاکه مدل  یزیچ

SNNs  شوندیشناخته م ریپذستیز یشناخت یسینوبرنامه یاصل کننده ادهیرا فراهم آوردند که امروزه به عنوان پ . 
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  دارد یم  انی( که بHebb's Postulateرقم زدند. کشف اصل هب ) نهیزم نیرا در ا یتحولات مهم زین یریادگی  یهاه ینظر

شل  یی هانورون " هم  با  م   کنند، یم   کیکه  متصل  هم  بنا(،  Hebb, 1949)  " شوندیبه    ی رنظارتیغ   یریادگی  یسنگ 

(Unsupervised Learningدر مغز شد. ا )وابسته به زمان    یقانون انجمن  یریادگیمانند    یمحاسبات  ی هااصل به فرمول  ن ی

  تمیالگور  کی  STDP .(Gerstner et al., 2014)شد    ل ی( تبدSpike-Timing Dependent Plasticity - STDP)  کیاسپا

ن  یمحل  یریادگی بدون  تغ  ازیو  که  است  معلم  س  رییبه  ترت  یناپسیوزن  اساس  بر    یهاکیاسپا  یبیتقر  یزمان  بیرا 

  ی تنها به اطلاعات محل  STDP  رایدارد، ز  نیبا انتشار پس  یتفاوت اساس  نی. اکندیم  میتنظ  یناپسیسو پس  یناپسیسشیپ 

  ن یکه ا  سازد، یم  یآن را منتف  یشبکه به ابتدا  یخطا از انتها  گنالیبه انتشار س  ازیاست و ن  ی متک  ناپسیدر دو سر س

علوم    یهاشرفتیپ   (.Lillicrap et al., 2017مدرن است )  قیعم  یاهدر شبکه  یریپذستیموانع ز  نیاز بزرگتر  یکیخود  

 ی امانند مدل چندمولفه  ،یمربوط به حافظه کار  یهاهیاند. نظرداشته   یحوزه نقش محور  نیبه ا  ی دهدر شکل  زین  یشناخت

اطلاعات   توانندیفراهم کردند که م   ییهاستمیس یسازمدل یبرا ی(، چارچوبBaddeley & Hitch, 1974) تچیو ه ی بادل

  ی هایدر معمار  هاسمیمکان  نیا  یسازمدل  یکنند. تلاش برا  یدستکار  یریگمیاستدلال و تصم  یرا به طور موقت برا

و ادغام   یاب یباز یو قشر مغز برا  پوکامپیه  یعصب یشده است که بر اساس مدارها  ییهامنجر به توسعه مدل ی محاسبات

  ر یتأث  یهوش مصنوع   یهاستمیس  میمو تع  یاستنتاج  یهاتیقابل  تیبر تقو  ماًیمستق  کردیرو  نیاند. اشده  یاطلاعات طراح

 . گذاردیم

است.    ده یرا الهام بخش  یدی جد  ی محاسبات  ی هاانسان، مدل  ی شناخت  یندهایفرآ( در  Attentionنقش توجه )  ن،یهمچن

.  آوردیمهم را فراهم م   یهایورود  یبر رو  یکردن اطلاعات مرتبط و تمرکز منابع محاسبات  لتریتوجه، امکان ف  سمیمکان

 ,.Vaswani et alاند ) کسب کرده  ییهاتی( موفقTransformersترانسفورمر )  یهاتوجه در شبکه   یهاسمیاگرچه مکان

اما مدل2017 اغلب سع  ی مبتن  یها(،  اعصاب  علوم  تقو  یواقع   ی عصب  ی هاسمیمکان  کنند یم   ی بر  مانند    ی هاتیتوجه، 

به دست   ار  یبهتر  ییپاسخگو  یبندو زمان  یانرژ  ییکنند تا کارا دیبازدارنده و محرک، را تقل  ی هابر نورون   یمبتن  یمدار

  ک ی  الهام،ستیز  یها به مدل  یصرفاً عملکرد  یهاکه انتقال از مدل  دهد ینشان م   یپژوهش   نهیشیمجموع، پ   در  آورند.

است:    ریمس محدود  دیجد  یهاافتهیدوطرفه  اعصاب،  علوم  م  یفعل   یهامدل  یهاتیدر  آشکار  مدل  کنند،یرا    ی هاو 

فرض  یمحاسبات م یا  نسینوروسا  یهاشیآزما  یبرا  یدیجد   یهاهیموفق،  اHassabis et al., 2017)  ند ینمایجاد   نی(. 

  ، یشناخت  ی هاینه تنها خروج  ینیکه به دنبال بازآفر  دهد یم   لیمدرن را تشک  یشناخت  یسینواساس برنامه  ، ییافزاهم

فرآ خروج  ی درون   یندهایبلکه  آن  به  شبکه  ی محاسبات  یها چارچوب   است.   هایمنجر  پ   یمبتن  ی هامانند    ی نیبشیبر 

(Predictive Codingن )یی هاینیبشیپ   دیکه مغز دائماً در حال تول  کندیم  انیب  هینظر  نیا  رایز  اند، افتهی  یادیز  تیاهم  زی  

سطوح بالاتر    به( را  تیو واقع  ینیبشیپ   نیخطا )اختلاف ب  یهاگنالیاست و تنها س  ندهیآ  یحس  یهایدر مورد ورود

  ی عیطب  یمتفاوت است و سازوکار  نیانتشار پس  تمیاساساً با الگور  سمیمکان  نی(. اRao & Ballard, 1999)  کند یمنتقل م

 است. عتیدر طب یریادگیبه نحوه  هیشب اریکه بس  آوردیفراهم م طیبا مح یو سازگار یجیتدر یریادگی یبرا

 

 ی محاسبات یو الگوها  الهامست یز یهای . معمار۳

برنامه  الهام،ستیز  یهایمعمار تپنده  آن  یشناخت  یسینوقلب  و هدف  تقلهستند  عملکرد  یساختار  دیها    ی اجزا   یو 

ا  نیترو فعال  نیترمهم  د یمغز است. شا  یدیکل باشد.  SNNs)   یک یاسپا  یعصب  یهاتوسعه شبکه  نه،یزم  ن یحوزه در   )



ی و تکنولوژ   یدر مهندس  یفصلنامه نوآور      31-44صفحات    -1دوره    -4شماره    

 Journal of Innovation in Engineering and Technology 
ISSN 3060-6098 

36 
 

SNN شبکه سوم  نسل  عنوان  به  م  یعصب  یهاها  آن  شوند یشناخته  در  طرکه  از  نه  اطلاعات   وسته یپ   ریمقاد  قیها 

از طر  ،یسازفعال )اسپا  یها پالس  قیبلکه  م هاکیگسسته  منتقل  نورون  شود،ی(   ,Izhikevich)  یک یولوژیب  یهامشابه 

ا2003  ی عصب  یافزارهاسخت  یکارآمد بر رو  یقابل اجرا  ی ها نه تنها از نظر محاسباتSNN  شودیباعث م  یژگیو  نی(. 

(Neuromorphic Hardwareباشند، بلکه امکان رمزگذار )یبندزمان  نهیاطلاعات در زم  ی  (Temporal Codingرا ن )ز ی 

 دارند.  یبرتر  یزمان  یهایو سر ا یپو یهاگنالیفراهم آورند، که در پردازش س

ولتاژ    کینامید  یسازه یدر شب  یوجود دارند که سع  LIFساده    یهااز مدل  تردهیچیپ   ینورون  یهاها، مدلSNNدل    در

-Phaseصفحه )-فاز  یهامدل  ای  Hodgkin-Huxley  ی هاها دارند. مدل( نورونRefractoriness)   یریپذغشاء و بازگشت

Plane Models  مانند مدل )Izhikevichیهادهی پد  قیدق  یساز اما امکان مدل  ترند،نیسنگ  یحاسبات، اگرچه از نظر م  

( را یفاز  ا ی  کی)مانند تون  یرفتار  یهانوسانات و انواع مختلف پاسخ  ، ی عمل  ی هال یها مانند پتانسنورون  ده یچیپ   یرفتار

م انتخاب معمارIzhikevich, 2003)  کنند یفراهم  م  ی(.  بر  به شدت  کارا  یستیز  یوفادار  زانینورون    ی محاسبات  یی و 

که بر    یی هایدارد. معمار  ی اتینقش ح  ی مغز  یهاشبکه  ی از سطح نورون، سازمانده   فراتر  .گذاردیم  ریتأث  یی نها  ستمیس

بازدارنده    ی هابازخوردها و حلقه   ، ی اتصالات محل  تیاند، بر اهمشده  ی( طراحCortical Columnsاساس ساختار قشر مغز ) 

(Inhibitory Loopsتأک ) را    کینرخ شل  قیدق   میو امکان تنظ  داده  شیشبکه را افزا  یداری ساختارها پا  نی. اکنندیم   دی

-بازدارنده   یبر مدارها  یمبتن  یهامثال، شبکه  ی. براستین  ریپذساده بدون بازخورد امکان  یهاکه در مدل  آورند،یفراهم م 

( مExcitation-Inhibition Balanceمحرک  و  یادهیچی پ   یرفتارها  توانندی(  انتخاب  )  یها یژگیمانند   Featureبارز 

Selectionیخارج دهیچیپ   یهاتمیبه الگور ازی( را بدون ن ( اجرا کنندGerstner et al., 2014.) 

.  شوندیمرتبط م  یریادگیمانند حافظه و    یی ها اند، به حوزه که از علوم اعصاب الهام گرفته  ی گرید  ی محاسبات  یالگوها

(  Place Cells)  ی مکان  ی هابر سلول  یمبتن  یهامانند شبکه  ،یو ناوبر  یی فضا   یریادگی  یبرا  پوکامپ یبر ه  ی مبتن  ی هامدل

  یطراح  یخاص  فی حل وظا   یهستند که برا  یتخصص  یهایاز معمار  یی ها(، نمونهGrid Cells)  یاشبکه  یهاو سلول

اطلاعات    یکیتوپولوژ  ی اصول سازمانده  ها یمعمار  نی . اخورندیها شکست م ساده در آن  شخوریپ   ی هااند که شبکهشده

دوگانه است که از کار    یشناخت  یهاستمیس  یسازمدل  ، یدیکل  ی از الگوها  گری د  یکی   . کنندیم   یدر حافظه را رمزگذار

 ستم یرسیها شامل دو زمدل  نی(. اKahneman, 2011کانمن الهام گرفته شده است )  ل یمانند دان  یشناخت  پردازانه ینظر

  ، یآهسته، متوال  یگری (، و د1  ستمیشده )س  ادگرفتهی   ی بر الگوها  یو مبتن  یشهود  ،یمواز  ع، یسر  ی کیهستند:    ی محاسبات

  شودیمنجر م   یی هایامر به ساخت معمار  ن یا  ،یشناخت  یسینو(. در برنامه۲  ستمیبالا )س  یمنابع شناخت  ازمندیو ن  یمنطق

ماژول    ک یرا به    دیی به تأ   ازین  ا ی مشکوک    ج یو نتا  دهدیرا انجام م  هیپردازش اول  ع،یسر  SNNبخش    کیها  که در آن

 .دهندی( ارجاع م۲ ستمی)مشابه س ریشده با تأخ  یسازلمد ا ی ترنینماد

 نه یزم  ن یقدرتمند در ا  ی محاسبات  میپارادا  ک ی  زی( نPredictive Coding Networks)  ی نیبشیبر پ   یمبتن  ی هاستم یس

  ی واقع  یمورد انتظار و ورود  یورود  ن یاطلاعات را بر اساس تفاوت ب  یتا رمزگذار  کنندیها تلاش ممدل  ن یهستند. ا

) ینیبشیپ   ی)خطا دهند  انجام   )Rao & Ballard, 1999ا طببه  کردیرو  نی(.  و    یمیخودتنظ  ی هاسمیمکان  یعیطور 

به پردازش و انتقال در سطوح بالاتر    ازین  رمنتظرهیو غ   د یتنها اطلاعات جد   رایز  رد،یگیرا در بر م   یمصرف انرژ  یسازنه یبه

 Worldمغز جهان ) ی هابر مدل یمبتن  یهامدل ت،ی نها در  به نحوه کارکرد توجه در مغز دارد. ی ادیدارند، که شباهت ز

Modelsنانه یبشیو پ  ای پو  یداخل  ش ینما   کیتا   کنندیاند، تلاش مشده  جیترو سییمانند حساب ی (، که توسط پژوهشگران  
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چگونه   که  رندیگیم   ادینه تنها    ،یخودنظارت  یریادگی  قیها از طرمدل  نی(. اHassabis et al., 2017بسازند )  طیاز مح

اقدامات   نیبهتر ها،ی سازه یشب نیکرده و بر اساس ا یسازه یرا شب ندهیآ یوهایسنار توانندیرا درک کنند، بلکه م طیمح

 ی ریگمیو تصم  یز یربرنامه  نهیالهام گرفته از مغز در زم  یشناخت  یسینودهنده اوج برنامهامر نشان  نیرا انتخاب کنند، که ا

 است.

 

 اعتبار  صیو تخص  ریپذست یز  یری ادگی نی. قوان۴

  ن، یبر انتشار پس  یمبتن  ی فعل   ی هامدل( با استفاده از  AGI)  ی عموم  ی به هوش مصنوع   یاب یموانع در دست  نیاز بزرگتر  یکی

  قیارتباط دوطرفه دق ازمندین نیاست. انتشار پس ها تمیالگور نی( اLack of Biological Plausibility) یریپذ ستیعدم ز

از وجود آن در مغز    یکه شواهد قو  یزیاست، چ  هاهیخطا در تمام لا  یهاانیو همزمان در کل شبکه و محاسبه گراد

)  یکیولوژیب ندارد  برنامهLillicrap et al., 2017وجود  مقابل،  در  قوان  یشناخت  یسینو(.  بر  اعصاب  علوم  از  الهام    ن یبا 

شناخته   ریپذ ست ی ز  نین( تمرکز دارد که به عنوان قواEvent-Driven)  دادیبر رو  یو مبتن  رهمزمانیغ   ،یمحل  یریادگی

 . شوندیم

 STDP (Spike-Timing Dependentاست.    STDP  ی عنیآن،    ی حوزه، قانون هب و توسعه محاسبات  نیدر ا  یمحور  قانون

Plasticity)  کند یم  ف یتعر  یناپس یسو پس  یناپسیسشینورون پ   یهاکیاسپا  نیب  قیدق  ی زمان  ریرا بر اساس تأخ  یریادگی  

(Gerstner et al., 2014 اگر نورون پ .)کند )علت مقدم بر معلول(،   کیشل  یناپسیسقبل از نورون پس یکم یناپسیسشی

  سمیمکان  نی(. اDepression)  شودیم   فیکند، تضع  کی(؛ و اگر پس از آن شلPotentiation)  شودیم  تیتقو  یناپسیوزن س

  ی عصب  یاهشبکه   یبرا   یعیو به طور طب  آوردیرا فراهم م  یزمان  یو کشف الگوها  یارتباطات عل   یریادگیساده، امکان  

،  STDP  تیوجود جذاب  با  .کندیاستفاده م  هاکیاسپا  یزمان  کینامیاز د  ماًیمستق  رای( مناسب است، زSNNs)  یکیاسپا

  کیهمچنان    کیبر اسپا  یمبتن  قیعم  یها( در شبکه Credit Assignment Problemاعتبار )  صیتخص  سمیمکان  یاجرا 

)مثلاً    یینها  جهینت  کیکه کدام بخش از شبکه مسئول    دهدیسؤال پاسخ م   نیاعتبار به ا  صیچالش بزرگ است. تخص

  یریادگیشود. در    یطولان  یریعمل منجر به پاداش پس از تأخ  کیکه    یانخصوص زمخطا( بوده است، به  ای  زهیجا  کی

انتشار خطا حل م  نیا  ،یسنت  یتیتقو نSNNاما در    شود، یامر با  از    یکیوجود دارد.    نیگزیجا  یهاسمیبه مکان  ازیها، 

( است Dopamine-based Credit Assignment)  نی بر دوپام  یاعتبار مبتن  صیتخص  یها مهم، استفاده از مدل  ی هاحل راه

 اند. الهام گرفته شده یکیولوژی ب یتیتقو یریادگی  یکه از مدارها

با فرکانس بالا    کیاسپا  کی  ای   یخارج  گنالیس  کی( به عنوان  نیپاداش )مانند انتشار دوپام  یهاگنالیها، سمدل  نیا  در

 ی و به صورت محل  گذاردیم  ریپاداش تأث  افتیفعال در زمان در  یهاناپسیبر تمام س  می رمستق یطور غ که به  کنندیعمل م

  دهند یاجازه م  ستمیبه س  داد، یرو  ی بندبر زمان  یمبتن  یهاگنالیس  نی(. اLillicrap et al., 2017)  کند یم  میها را تنظوزن 

به انتشار   ازین نکهیبدون ا د،ینما  جادیها الازم را در وزن راتییکند و تغ سهیمقا  "یسود واقع"را با  "سود مورد انتظار"تا 

  ن، یآنلا  یریادگی  ای(  Incremental Learning)  یشیافزا  یریادگیمفهوم   ن،یبر ا  علاوه  باشد. دهیچیپ   یهاانیمعکوس گراد

  STDP. از آنجا که  شودیم   یبانیپشت  ریپذست یز  نیاز قوان   یعیطور طباست، به  یکیولوژیب  یهاستمیبارز س  ی ژگیو  کیکه  

کل    یکامل بر رو  یبه بازآموز  ازی ن  بدونبه طور مداوم و    تواندیهستند، شبکه م  یبر پاداش محل  یمبتن  ی هازمیو مکان
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اGerstner et al., 2014سازگار شود )  دی جد  یهابا داده  ، یمیقد  یهامجموعه داده   ی ایدن  یهاطیدر مح  تیقابل  نی(. 

بر آموزش   یمبتن  قیعم  یریادگی  یهامدل  تیاست و بر محدود  ی اتیهستند، ح  رییها دائماً در حال تغ که داده  یواقع

 . کند یغلبه م( Batch Training) یادسته 

 Predictive)  یکدگذار  ی نیبشیخاص خود را دارند. در چارچوب پ   یریادگی  نیقوان  زین   ی نیبشیبر پ   ی مبتن  ی هاتم یالگور

Coding  ،)دهدیرخ م  ینیبشیپ   یبه حداقل رساندن خطا  یمدل برا  یپارامترها  میتنظ   قیاز طر  یریادگی  (Rao & 

Ballard, 1999ا محل  یسازنه یبه  نی(.  ش  یمعمولاً  و  تول  ییهاوزن  میتنظ  املاست  مدل  که    ی نیبشیپ   دکنندهیاست 

(Generative Modelو مدل استنباط )ی  (Inference Modelرا به تعادل م )نیانتشار در ابا پس  ی. تفاوت اصلرساندی  

  طح( در هر سInternal Errors)  یدرون   یخطاها  یبر رو  ، یینها  یخطا در خروج  یها به جامدل  نیدر ا  یریادگیاست که  

  ی زمان   یساختارها  یسازمدل  یبرا  ستمیس  ییبر توانا  ماًیمستق  ریپذستیز  یریادگی  نیقوان  نیا  تمرکز دارد.  یسلسله مراتب

بر    یمبتن  ی هااست، در مدل  یکه لازمه استدلال قو  ، یروابط علت و معلول  یسازمدل  یی . تواناگذارندیم  ریتأث  یو عل  

STDP  یبر همبستگ  یمبتن  یهابهتر از مدل  ( سادهCorrelation  مشاهده )یرویپ   نیقوان  نیکه از ا  یی هاستمی. سشودیم  

  در   مرتبط هستند.  گریکدیبه    " یچه زمان"و    "چگونه"بلکه    دهد، یرخ م  یزیکه نه تنها چه چ  رندیگیم  ادی   کنند، یم

-عصب  قیعم  یریادگی  یهاستمیس  جاد یمنجر به ا  یتیتقو  یریادگی  ی هایبا معمار  یر یادگی   نیقوان  نیا  بیترک  ت،ینها

- پاداش  یاز مدارها  د یتا با تقل  کنندیکه تلاش م  شودی( مNeuro-Inspired Deep Reinforcement Learningساز )مدل

با دقت س  یات یعمل  یریادگیمغز،    هینبت ا  بیرکت  یناپسیرا  که  پا  نیکنند،  برا  یمحاسبات   ی هاهیامر    یهاعامل  یلازم 

 .آوردیخودمختار را فراهم م یشناخت

 

 و ابزارها  یافزار نرم یسازاده ی. پ۵

دارد که    ازین  یخاص  یافزارنرم  یهابا الهام از علوم اعصاب به ابزارها و چارچوب   یشناخت  یسینوموفق برنامه  یسازادهیپ 

کنند. برخلاف    تی ریبالا مد  ییبر زمان را با کارا  یو محاسبات مبتن  یکیاسپا  یهانورون  دهیچیپ   یهاکینامیبتوانند د

 Continuous)  وستهیپ   یسیمحاسبات ماتر  یکه برا  PyTorchو    TensorFlowمانند    یسنت  قیعم  یریادگی   یهاچارچوب 

Matrix Computationsیکیگراف  یافزارها( در سخت  (GPUsبه ) ازمند یاغلب ن  الهامستیز  یهااند، مدلشده  یسازنه ی  

از    یکی  .اشندبر اساس زمان حساس ب  یسازی ( و موازEvent-Driven)  دادمحوریهستند که به محاسبات رو  ییهاپلتفرم

  یبالا طراح  یبا وفادار  SNN  یهامدل  یاجرا  یهستند که برا  شرفتهیپ   ی عصب  یسازهاه یحوزه، شب  نیا  یابزارها  نیترمهم

  ی هاشبکه   یسازه یشب  یابزارها است که برا  نیا  نی ترشدهاز شناخته   یکی  NEST (Neural Simulation Tool)اند.  شده

شده است   یسازنهی( بهHodgkin-Huxley  یهامدل  ای   LIFنورون )مانند    دهیچیپ   یک ینامید  یهابا مدل  اسیبزرگ مق

(Hines et al., 2009). NEST  پ   یمبتن  یسازی از مواز م  یرسان امیبر  امکان مدل  کندیاستفاده  با    ییهاشبکه   یسازو 

  ی در علوم اعصاب محاسبات   یادیبن  یهاپژوهش  یکه آن را برا  سازد،یرا فراهم م  ناپسیس  اردهایلینورون و م  هاون یلیم

 . کندیمناسب م اریبس

  فیتعر  یوجود دارند که بر سادگ  Brian2مانند    ییهادارد، چارچوب   دیتأک  یستیز  یکه بر وفادار  NESTنقطه مقابل    در

 Brian2 .(Hiller et al., 2014)( تمرکز دارند STDP)مانند   دیجد یریادگی نیقوان شیآزما یبرا یریپذها و انعطافمدل
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و خوانا وارد کنند و   مینورون را به صورت مستق کینام ید کننده ف یتوص لیفرانسیتا معادلات د دهد یبه محققان اجازه م

توسعه و   یبرا  یریپذ انعطاف  ن یکند. ا  لی++( کامپا C)مانند    ترنییسطح پا  یهابه زبان  یی کارا  یسپس محاسبات را برا

 ی بردارو بهره  یعمل  ی به کاربردها  یسازه یگذار از شب  یبرا  است.   یاتیح  ریپذ ست یز  یریادگی  یهاتمیالگور  عیآزمون سر

.  کنندیم   دایپ   تی ( اهمNeuromorphic Computing)  ی مرتبط با محاسبات عصب  یابزارها  ،یتخصص  یافزارهااز سخت 

Lava (A Neuromorphic Software Framework)  است   یافزارچارچوب نرم  کیاست،    افتهیتوسعه    نتلیکه توسط ا

برا خاص  طور  به  رو  یعصب  ی مدارها  یسی نوبرنامه  یکه  است    یطراح  Loihiمانند    یعصب  یافزارهاسخت   یبر  شده 

(Davies et al., 2018). Lava  یهای معمار  فیامکان تعر  SNN  فراهم   ی بالا از نظر انرژ  اریبس  یورها را با بهرهآن   یو اجرا

 .وسته یپ   یسیو نه محاسبات ماتر شوندیم انجام ( هاکی)اسپا دادهایمحاسبات بر اساس رو رایز آورد،یم

شب  علاوه  چارچوب SNN  یتخصص  یسازهاهیبر  برا  زین  یسنت  قیعم  یریادگی  یها،  تکامل  حال  از    یبانیپشت  یدر 

کتابخانه  الهامستیز  یکردهایرو طر  TensorFlowو    PyTorchمانند    ییهاهستند.  ماژول  قیاز   ی برا  ییها افزودن 

ترک  ی زمان  یهاکینامید  یسازمدل لاآن   بیو  با  برا  وبازخورد    یهاهیها  تلاش  حال  در  قابل  یتوجه،    یهاتیادغام 

با توابع   یکیاسپا ی هاناپسیزدن س بیها اغلب بر تقرتلاش نی(. اVaswani et al., 2017هستند )  یشناخت یسینوبرنامه

  نیا  یی نها( متمرکز است، گرچه هدف  انیگراد  لیتسه   یبرا   وستهیتوابع گسسته به پ   لی)مانند تبد  یبیتقر  یسازفعال

علوم    انیواسط م  یابزارها  توسعه  بهره برد.   ی زمان   ی هامدل  یدر اجرا  یمعمول  یافزارهااست که بتوان از قدرت سخت

)مانند    دهیچیپ   یها ی سازهیشب  یهای خروج  لیقادر به تحل  دیابزارها با  نیاست. ا  یضرور  زین  یاعصاب و هوش مصنوع 

  ی شناخت  ی ابیارز  یقابل درک برا  ی ارهایها را به مع( باشند و آنیهمبستگ  ی غشاء و الگوها  ی هالیپتانس  ک، یشل  یهانرخ

  یساز( و مدلPerturbation Analysis)  یریاثرپذ  لیشبکه، مانند تحل  کینامید  لیو تحل  هیتجز  یارهاترجمه کنند. ابز

به    از ین  ت،ینها  در  هستند.   ازیمورد ن  یشناخت  یهاهیفرض  د ییتأ   یمختلف مغز، برا  یدر نواح  یفرض  یهاعملکرد سلول

  ی ریادگی  یهاط یاست. استفاده از مح  شی( رو به افزاAgentsهوشمند )  یهاعامل  یبرا  یتعامل  یسازه یشب  یهاطیمح

  ر یپذست یز  یریادگی  نیتا قوان  دهدیاند، به محققان اجازه مشده  بیها ترکSNN( که با  OpenAI Gym)مانند    یتیتقو

  نیکنند، که ا  شی آزما  ی عامل در زمان واقع  یریادگی  ندی( را در فرآنیبر دوپام  یاعتبار مبتن  صیتخص  ا ی   STDP)مانند  

ن پ   ییابزارها  ازمندیامر  تعاملات  بتوانند  که  مح  وستهیاست  با  د  طیعامل  به   SNNگسسته    یهاکینامیو  مؤثر  را  طور 

 کنند.  یسازهمگام

 

 و سنجش عملکرد  یابیارز یارهای. مع۶

است که    ارهایاز مع  یامجموعه  ازمندیالهام گرفته از علوم اعصاب ن  یشناخت  یسینوبرنامه  یهاستمیعملکرد س  یابیارز

 ی کیولوژیاز هوش ب  د یتقل  هاستمیس  نیباشد. از آنجا که هدف ا  ستا یا  یهاداده( در مجموعهAccuracyفراتر از دقت ساده )

  ز یرا ن یانرژ ییو کارا یریپذم یتعم ز،یدر برابر نو یداری کارآمد، پا یریادگی  انندم یشناخت یهاییتوانا د یبا ارهایاست، مع

  ی هامدل  نیا  ی واقع  لیپتانس  تواندیم  اند، افتهیتوسعه    یسنت  قیعم  یهاشبکه  یکه برا  یی ارهایصرف به مع  یبسنجند. اتکا

  ی ها( است. نورون Energy Efficiency)  یانرژ  ییکارا  زکننده،یمتما  یارهایمع  نیتراز مهم  یک ی  را پنهان سازد.  الهامست یز

  یهاکه آموزش مدل  یدر حال   کند، یکار م  یوات انرژ  ۲۰کارآمد هستند و مغز انسان با تنها حدود    اریبس  یکیولوژیب

 ار یبس  یرا دارند که انرژ  لیپتانس  نیخود، ا  دادمحوری رو  تیماه  لیها به دلSNNدارد.    ازی ها برق نبه مگاوات  یبزرگ زبان
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نورون   رایمصرف کنند، ز  یکمتر اسپا  ییهاتنها  انجام م  کنند،یم   دیتول  کیکه  را  بنابرادهند یمحاسبات  سنجش   ن،ی. 

( Spikes per Jouleبر ژول )  ک یاسپا  ای(  Joules per Operation)   اتیمانند ژول بر عمل  یی ارهایشامل مع  د یعملکرد با 

 (.Davies et al., 2018) شوندیاجرا م یعصب یافزارهاسخت یها بر رومدل نیکه ا  یهنگام  ژهیوبه اشد، ب

واقع  یریادگی  ییتوانا زمان  تعم  ی در  معOnline and Transfer Learning)  یریپذمیو  است.    یگری د  یات یح  اری( 

شده  و دانش کسب  رند یبگ  اد ی   د یجد   اتیبه طور مداوم از تجرب  ف، یانجام وظا  نیبتوانند در ح  د ی با  یشناخت  ی هاستم یس

باشد که در آن مدل مجبور    ییوهایشامل سنار دی با ها یابی(. ارزLillicrap et al., 2017دهند )  میمرتبط تعم فیرا به وظا

. عملکرد  دهدی( رخ مDomain Shiftها )داده عیدر توز یراتییتغ ایاست،  هیپس از آموزش اول د یجد ی مهارت یریادگیبه 

  ی واقع  یناپسیس  یریپذ از انعطاف  د یدهنده شکست در تقل( نشانCatastrophic Forgetting)   یتجمع  یریادگیدر    فیضع

شود.    دهیها سنجSNN  یبه طور خاص برا  دی( باTemporal Precision)  یزمان  یو رمزگذار  یبندبه زمان  تیحساس  است.

ها  وقوع آن  قیبلکه زمان دق  ها، کیاسپا  ینه تنها محتوا  ، ی کینامیکنترل د  ای   ی صوت  یهاگنالیمانند پردازش س  ی فیدر وظا

 یبازساز  یی توانا  ای(  Sequence Recognition Accuracy)   ها یوالت  صیمانند دقت در تشخ  یی ارهایحامل معنا است. مع  زین

 هستند.   ستایا یهایبنددر دسته ی نسبت به دقت کل یترمناسب یها سنجش ده،یچیپ  یزمان  یالگوها

 ی سازهیدر شب  ستمیس  یی توانا   انگری ( نماCognitive Reasoning)  یاچندمرحله  فیو عملکرد در وظا  یشناخت  استدلال

 یزیرفعال و برنامه  ی حافظه کار  ازمند ی است که ن  یفیها در وظا مدل  ی ابیامر مستلزم ارز  ن یاست. ا  ۲  ستمیس  ی ندهایفرآ

بر اساس    دی ها با(. مدلKahneman, 2011)  یاچند مرحله   دهیچیپ   یهادستورالعمل   یاجرا   ای هستند، مانند حل معماها  

بر طول    یمبتن  یارها یکه اغلب با مع  رند،یاطلاعات در طول زمان مورد قضاوت قرار گ  یدر حفظ و دستکار  شانییتوانا

ارزPath Length Dependencyدر محاسبات )   یوابستگ  ریمس   ی ارهایمع  ،یعملکرد  یارهایبر مع  علاوه  . شودیم  یابی( 

هستند.    یشده ضرورمشاهده  یبه رفتار مغز  ستمیس  یکینزد  زانیسنجش م  ی( براBiomarker Metrics)  یسنجست یز

  ی انسان  ی ها( از سوژه EEG  ا ی  fMRI)  یمغز  یربرداریتصو  ی هاشبکه مدل با داده  یسازفعال  یالگوها  سهیشامل مقا   نیا

دارد؟  یفعال شده در مغز انسان همخوان یبا نواح یتوجه در شبکه محاسبات عیتوز ایاست. آ فیوظاانجام همان  نیدر ح

 ,.Hassabis et alعلوم اعصاب سازگار است؟ )   یهاشگاهیمشاهده شده در آزما  یهاها با نرخدر مدل  کیشل  یهانرخ  ایآ

نرمComputational Scalability)   یمحاسبات  یریپذاسیمق  تاً،ینها  (.2017 منظر  از  سخت  یافزار(   ده یسنج  یافزارو 

استاندارد    یهاانهیرا  یآن بر رو  یسازادهیباشد، اما اگر پ   یعال  یممکن است از نظر نظر  الهامستیز  یمعمار کی.  شودیم

 سهیشامل مقا   دیبا   یابیارز  ن،یاستفاده خواهد بود. بنابرا  رقابلیغ   شود، عملاً  یسازه یدر زمان شب  یی نما  شیمنجر به افزا

مختلف    یهاپلتفرم   ی( و بر روBenchmark Modelsمرجع )  یهاآموزش و استنتاج در مقابل مدل  یبرا  ازیزمان مورد ن

(CPU ،GPU باشد. یافزار عصبو سخت ) 

 

 هات یها و محدود. چالش۷

  ی و عمل  ینظر  ،یفن  یهااز چالش  یابا مجموعه  مش،یعظ  لیپتانس  رغمیبا الهام از علوم اعصاب، عل  ی شناخت  یسینوبرنامه

  ی هاتیو قابل  یکیولوژیب  ی دگیچیپ   نیچالش، شکاف مداوم ب  نیبزرگتر  د یآن را کند کرده است. شا  شرفتیمواجه است که پ 
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  یتمیالگور  یی( و کاراBiological Fidelity)  یستیز  یوفادار  نیب  نهیبه  لتعاد  افتنیمسئله    یعن یباشد؛    یفعل  یمحاسبات

(Algorithmic Efficiency.) 

-Hodgkinمانند    ییهاکه مدل  یاست. در حال  یکیولوژیب  یهاو نورون  هاناپسیس  یسازمدل  ی دگیچیپ   ، یاز موانع اصل  یکی

Huxley  شبکه، منابع    اسیها در مق نمونه از آن  هاون یلیم  یاجرا  کنند، یم  فیتوص  یی بالا  اریرفتار نورون را با دقت بس

اIzhikevich, 2003)  سازدیقبول م  رقابلیرا غ   یسازه یو زمان شب  طلبدیرا م  یمیعظ  یمحاسبات امر محققان را   نی (. 

  یکیولوژیب  یاتیح  ی هایژگ یممکن است و  یسادگ   نی استفاده کنند، اما ا  LIFمانند    یترساده  یهاتا از مدل  کندیمجبور م

(  SNNs)  کیبر اسپا  یمبتن  یهامدل  یسازنهیآموزش و به  گر،ی د  چالش  هستند را از دست بدهد.  یکه عامل هوشمند

قابل اعمال بر    می( به طور مستق Backpropagation)  نیاستاندارد انتشار پس  تمیاست. همانطور که قبلاً ذکر شد، الگور

نSNN  یرو فعال  رایز  ستیها  مشتق   وستهیناپ   هاکیاسپا  یسازتابع  )  ریناپذو  اگرچه  Lillicrap et al., 2020است   .)

مشکل را کاهش    نی( اSurrogate Gradients)  انیگراد  یهانیاستفاده از تخم  ای  "SuperSpike" مانند    نیگزیجا  یهاروش

  ی ریادگی  تمیالگور  یریپذستیو ز  شوندیم  یریرپذیو کاهش تفس   یدگیچیپ   شیها اغلب منجر به افزاروش  نیاند، اما اداده

 . برندیسؤال م ریرا ز

ها را به اقدامات گذشته بتواند پاداش دی مانع بزرگ است. مغز با  کیهمچنان    قیعم  یها اعتبار در شبکه   صیتخص  مشکل

ا  یارتباط دهد، حت   یکردهایکه رو  ی(. در حالKahneman, 2011اقدامات هزاران مرحله قبل رخ داده باشند )  نیاگر 

 Long-Term Temporal) یطولان یاعتبار زمان صیتخص  یهاسمیمکان یسازادهیهستند، پ   دبخشینو نیبر دوپام یمبتن

Credit Assignmentباشند، هنوز به طور کامل حل نشده    ریپذاسیحال مق  نیمعتبر باشند و در ع   یکیولوژی( که از نظر ب

  اریبس  یهااست. ما مدل  یاساس  تیمحدود  کی  یسازسطوح مختلف مدل  انیم  یکپارچگیفقدان    ،یمنظر نظر  از  است.

  یبزرگ )مانند ترانسفورمرها(، اما پل  یهاستمیرفتار س  یبرا  یموفق  یهاو مدل  میدار  ی نورونتک  یرفتارها  یبرا  یقیدق

سطح    یشناخت  یظهور سازوکارها   ی (. به طور خاص، چگونگHassabis et al., 2017دو سطح وجود ندارد )  نیا  ن یمحکم ب

  یفعل   ی هاباز است که مدل  ی معما  ک ی  ، ی ناپسیساده س  یهاکینامیو زبان، از د   یانتزاع   یزیربرنامه  ، یبالا مانند خودآگاه 

 جامع آن هستند.  فیفاقد توص

وجود    Loihiمانند    یعصب  یافزارهاسخت   نهیدر زم  ییهاشرفتیقابل توجه است. اگرچه پ   زین  یافزارو سخت   یابزار  چالش

اDavies et al., 2018دارد ) اکوس  ستندین  ریها هنوز فراگپلتفرم  نی(،  استقرار سر  یبرا  یافزارنرم   ستمیو    ع یتوسعه و 

  نیکه ب کندیدهندگان را وادار مامر توسعه  نیاست. ا دهینرس GPUبر  یتنمب یهاها به بلوغ چارچوب آن  یها بر رومدل

راحت  یافزار تخصصدر سخت  یانرژ  یی کارا پلتفرم  یو  در  انتخاب کنند.   یک ی  ی عموم  یها توسعه    گر، ید  ت یمحدود  را 

است. مدلInterpretability)  یریرپذیتفس دل  الهامستیز  یشناخت  یها(  به  حلقه  ی زمان  یهاکینامید   لیاغلب    یهاو 

گرفته است،    یخاص  میتصم  SNN  کیچرا    نکهیکدرتر هستند. درک ا  زین  یسنت  قیعم  یهامتعدد، از شبکه  یبازخورد

 رشیامر پذ   نیساده است. ا  یسازفعال  کیو نه    ها کیاسپا  ی توال  اساسها بر  که پاسخ  ی خصوص زماندشوارتر است، به 

  در  .سازدیمحدود م  ، یو امور مال  ی دارند، مانند پزشک  یریپذحیصحت و توض  نیبه تضم  از یکه ن  یی هاها را در حوزهآن 

 ی اریساز است. بسها مشکلمدل یآموزش و اعتبارسنج یبالا برا یبا وضوح زمان  یرفتار یهادادهکمبود مجموعه   ت،ینها

هستند، در    یینها  یهایخروج  یشده برا  یگذارو برچسب  ستایا  ن،یماش  یریادگیمورد استفاده در    یهادادهاز مجموعه 
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 نهیبه  ی بر خطا در زمان واقع  ی مبتن  یهایگذارو برچسب  ا یپو  املات از تع   یریادگی  یبرا  ی شناخت  ی هاکه مدل  یحال

 اند. شده

 

 ی و صنعت  یپژوهش شنهاداتی. پ۸

 ی مشخص  یرهایبا الهام از علوم اعصاب، مس  یشناخت  یسینودر برنامه  شدهییشناسا  یها لیها و پتانستوجه به چالش  با

ارتقا   یبالاتر  یاتیحوزه را به سطح عمل  نیا  توانندیاست که م  میقابل ترس  یصنعت  یو کاربردها  ندهیآ  قاتی تحق  یبرا

  ازمندیامر ن  ن یباشد. ا  ریپذاسیو مق  ر یپذستیکاملاً ز  یریادگی  یهاتمیگوربر توسعه ال  دی تمرکز با  ، یدهند. در حوزه پژوهش

بتوانند فاصله  صیتخص  یهاسمیدر مکان  ینوآور ن  ی طولان  ی زمان  یها اعتبار است که  انتشار معکوس    از یرا بدون    ا ی به 

  STDPاز    یبیکه ترک  ییهابر مدل  شتریب  قاتیکنند. تحق  تیریمد  ده،یچی( پ Recurrent Memories)   یبازگشت  یهاحافظه

 (.Lillicrap et al., 2017)  ابدی  تیاولو  د یبا  رند، یگیها به کار مSNNدر    یتیتقو  یریادگی  یرا برا  ینریدوپام  یهاگنالیو س

 ,.Hassabis et alها است )SNN( و World Models)   یجهان یهامدل یهایمعمار ییهمگرا ، یپژوهش  شنهادیپ  نیدوم

 طیقابل اعتماد از مح  یمدل داخل  کی  ،یکیاسپا  یعصب  یهاکینامیکه بتوانند با استفاده از د  ییها(. توسعه مدل2017

سبک باشند    یاز نظر محاسبات  د ی با  ها ستمیس  ن یمهم است. ا  اریبس  د، را فراهم آور  شگامانه یپ   یزیربسازند که امکان برنامه

مرتبط    یعصب  یافزارهابه استفاده از سخت   ماًیامر مستق  نیروز شوند، که ابه  یواقع  یایتا بتوانند به طور مداوم در دن

 . شودیم

 ن یب  یوجود دارد که بتوانند به راحت  یافزارنرم  یهاچارچوب   یبه توسعه و استانداردساز  یمبرم  ازیابزارها، ن  نهیزم  در

( جابجا  Lava)مانند    یعصب  یافزارهاسخت   یمصرف بر روکم  ی( و اجراBrian2سطح بالا )مانند    یسازه یشب  یهاپلتفرم

( که بتواند Intermediate Representation Language)  یان یم  یساززبان مدل  کی  جادی(. اDavies et al., 2018شوند )

را به شدت    یسازادهیموانع پ   تواند یکند، م  لیافزار کامپا سخت  نیترنهیبه  یرا برا  الهامستیز  یهابه طور خودکار مدل

به پردازش بلادرنگ و    ازیدارد که ن  یی ها در حوزه  یم یعظ  لیپتانس  یشناخت  یسینوبرنامه  ،یمنظر صنعت  از  کاهش دهد.

 یصوت  یحسگرها  ای مصرف  کم  یهانی(، مانند دوربEdge Sensing Systemsحسگر لبه )  ی هاستمیدارند. س  یانرژ  ییکارا

ها به ابر ارسال داده یها بهره ببرند. به جاSNNاز  توانندی( عمل کنند، م Always-Onروشن )  شه یبه صورت هم دیکه با

اتخاذ   یرا با حداقل مصرف انرژ  هیاول  ماتیتصم  الهام،ستیز  یهایبا معمار  توانند یم  ها ستمیس  نیا  ن،یپردازش سنگ  یبرا

 کنند. 

  ی هاسمیالهام گرفته از مکان  یشناخت  یهاکه از مدل  ییهااست. ربات  ایکنترل پو  یهاستمیو س  کیدر ربات  گری د  کاربرد

داشته   طیمح  رمنتظرهیغ   راتییبه تغ  یرتریپذو انعطاف  ترعیسر  یهاپاسخ  توانندیم  کنند،یتعادل و کنترل مغز استفاده م

 ح یبه تصح  ازیرا کاهش داده و ن  یحرکت  یخطا  تواندیها مربات  نیدر ا  ینیبشیبر پ   ی مبتن  یهاباشند. استفاده از مدل

(،  BMI)  نیمغز و ماش  یهاو رابط  یتعامل   یحوزه هوش مصنوع   در  (.Rao & Ballard, 1999مداوم را به حداقل برساند )

بالاتر استفاده شوند. با    ی زمان یبا وفادار ی عصب  یهاگنالیس یو رمزگذار یی رمزگشا یبرا  توانندیم  ر یپذستیز ی هامدل

دق اسپا  یکدگذار   یچگونگ  ترقیدرک  در  طب  یطراح  یی هاواسط   توانیم  ها، کیاطلاعات  تعامل  که  و    تریعیکرد 

باشند.  یرتریتأخکم داشته  کاربران  مع  ،یصنعت  یاعتبارسنج   یبرا  ت،ینها  در  با  که  است   یسنجست یز  یارهایلازم 

(Biomarker Metricsبه ابزارها )یهای در برابر خرابکار  یداری پا" مانند    ییارهایمع  دیها با شوند. شرکت  لیتبد  یعمل  ی  
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  ی هاستم یس ی( براKPIsعملکرد )  یدیکل یهارا به عنوان شاخص "د یجد فیوظا یریادگیدر  یریپذ انعطاف"و  "یمحل

سوق    یی ها ستم یتوسعه را به سمت ساخت س  دگاه، ی د  رییتغ  ن یدقت. ا  ی سنت  یارهاینه فقط مع  رند،یدر نظر بگ  یشناخت

 هستند.  یعیهوشمند طب یهابه عامل تر هیشب ،یکه از نظر رفتار  دهدیم

 

 یریگجهی. نت۹

 یهوشمند است که سع یهاستمیس یدر طراح دیافق جد کیدهنده با الهام از علوم اعصاب نشان یشناخت یسینوبرنامه

فاصله    یسنت  یمصنوع   یعصب  یهااز شبکه   کردیرو  نی بهره ببرد. ا  یبرتر محاسبات  یبه عنوان الگو  یکیولوژیدارد از هوش ب

  یادهیچیپ   یهای ، و معمارSTDPمانند   یمحل  یریادگی  نیقوان ،یکیاسپا  یهانورون   کی نامید  یهاگرفته و با اتکا به مدل

است که نه تنها هوشمند باشد، بلکه    یستمیبه دنبال خلق س  کنند، یم   یسازکه عملکرد حافظه، توجه و استدلال را مدل

 و سازگار باشد. ر یپذکارآمد، انعطاف

و ظهور سخت SNN  یسازدر مدل  ریاخ  یهاشرفتیپ  م   یعصب  یافزارهاها  کارا  ی ابیکه دست  دهدینشان   یانرژ  ییبه 

اند،  بنا شده  ریپذستیاصول ز  هیکه بر پا  یی ها . مدلستیآرمان دور از دسترس ن  کی  گری مغز در حوزه محاسبات، د  رینظیب

  یحل مسائل  لیاند، پتانسالهام گرفته  یدوگانه شناخت  یهاا مدلی  یکدگذار  ینیبشیپ  یهاستمیکه از س  ییها مانند آن

 ریحال، مس  نیا  با  .مانندیها ناکام م اغلب در آن  یکنون  یهارا دارند که مدل  ینمونه و استدلال علکم  یریادگی مانند  

 وسته یناپ   تیماه  ل یها به دلSNNدر آموزش    ی دگیچیها غلبه شود. پ بر آن  د یاست که با  ییهارو مملو از چالش  شیپ 

استاندارد که به طور  یافزارنرم یاعتبار بلندمدت و فقدان ابزارها صیتخص ی هاسمیمکان  یدر طراح یدشوار ها، گنالیس

 تر یقو  یحوزه مستلزم همکار  نیا  نده یآ  . شوندیمحسوب م  ی کنند، موانع اصل  ی بانیپشت  یزمان   ی هاکینامیکامل از د

 ن یب  یترمستحکم  ینظر  یهاپل  جادیبه سمت ا  دیبا  قاتیافزار است. تحقافزار و سخت نرم  یعلوم اعصاب، مهندس  انیم

  م یپارادا  نیدر ا  تیموفق  ت، یحرکت کند. در نها   یناپسیس  کرو یسطح م  ی هاسمیو مکان  ی سطح ماکرو شناخت  یهادهی پد

هوش و عملکرد    تی را درباره خود ماه  یقیعم  یهانشیهوشمندتر منجر خواهد شد، بلکه ب  یهاستم یس  تنه تنها به ساخ

 مغز انسان به ارمغان خواهد آورد. 
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